




Arsitektur Model CNN

Convolution layer

Output layer

Input layer

Video: 215
Actor: 10
Activity : 9
Key points : 15
row,column: 4016, 48

row, column: 4015, 15

Preprocessing

dt(x,y,z) = (𝒙𝒕 −𝒙𝒕"𝟏	)𝟐+(𝒚𝒕 −	𝒚𝒕"𝟏	)𝟐+(𝒛𝒕 −	𝒛𝒕"𝟏	)𝟐

Window; 10 x 15
Label: 1871
List input data: 1871

Filter=32
Kernel: 3
Act = ReLu

Dense = 9
Act = SoftMax

Flatten

PREDICT

Fully connected NN

SEQUENTIAL

Filter=32
Kernel: 3
Act = ReLu

Filter=64
Kernel: 3
Act = ReLu Dense = 64

Act = ReLu

Dense = 256
Act = ReLu

9 activity



Arsitektur Model CNN - paper

Output layer

Input layer

Video: 215
Actor: 10
Activity : 9
Key points : 15
row,column: 4016, 48

row, column: 4015, 15

Dataset

CLASS

9 activity

r11   r12   r13  ….
r21   r22   r23  ….
r31   r32   r33  ….
….   ….    ….  ….

MOTION FEATURE 
EXTRACTION

Convolutional 

Neural 
Network

Adjacent key points distance
Deep Learning



Arsitektur Model CNN – paper - indonesia

Output layer

Input layer

Video: 215
Subyek: 10
Aktivitas : 9
Titik sendi : 15
row,column: 4016, 48

row, column: 4015, 15

Dataset FLORENCE 
3D ACTIONS

CLASS

9 aktivitas

r11   r12   r13  ….
r21   r22   r23  ….
r31   r32   r33  ….
….   ….    ….  ….

EKSTRAKSI FITUR 
GERAK

Convolutional 

Neural 
Network

Jarak titik koordinat sendi
Deep Learning



head neck spine l.shoulder l.elbow l.wrist r.shoulder r.elbow r.wrist l.hip l.knee l.ankle r.hip r.knee r.ankle

Video 
1

rn(x,y,z) = (𝒙𝒏 −	𝒙𝒏"𝟏	)𝟐+(𝒚𝒏 −	𝒚𝒏"𝟏	)𝟐+(𝒛𝒏 −	𝒛𝒏"𝟏	)𝟐

Id 
Video

Person Activity head neck

1 1 1 x y z x y z

1 1 1 x y z x y z

1 1 1 x y z x y z

1 1 1 x y z x y z

1 1 1 x y z x y z

Video 
2

head neck

r r

r r

r r

r r

r r

r r

r r

r r

r r

r r

r r

...

...
Video 
215

...

...

15 JOINT

Listà(1871    , 10 ,      15)

(10 person)
(9 aktifitas)

(4015, 15)(4016, 45)
window

Jml 
frame/ 
window

Jml joint

frame 1

frame 2

frame 3

Frame 1 

Frame 1

Frame 3

(baris, kolom DATASET) (baris, joint)

Label Aktifitas à 1871

DATASET

Id 
Video

Person Activity x y z x y z

2 1 1 x y z x y z

2 1 1 x y z x y z

2 1 1 x y z x y z

2 1 1 x y z x y z

...

MOTION FEATURE



Data time series – Motion Recognition

DATASET
FLORENCE 

(video)

1 head (x,y,z)
2 neck (x,y,z)
…
15 right ankle (x,y,z)

Human (9) 
Activity 

Recognition

Evaluate

Train Model Recognition

15 key point (joint)

1 .. 215
Id Video

1 .. 10
Id Subyek / actor

1 .. 9
Id Activity

frame 1 head(x,y,z) neck(x,y,z) …

frame 2 head(x,y,z) neck(x,y,z) …

frame 3 head(x,y,z) neck(x,y,z) …

… …

Id Video = 1, Sub =1, act=1

frame 21 r_head, r_neck …

frame 32 r_head, r_neck …

frame 43 r_head, r_neck …

frame 1 head(x,y,z) neck(x,y,z) …

frame 2 head(x,y,z) neck(x,y,z) …

frame 3 head(x,y,z) neck(x,y,z) …

… …

Id Video = 2, Sub=1, act=1

frame 21 r_head, r_neck …

frame 32 r_head, r_neck …

frame 43 r_head, r_neck …

rn(x,y,z) = (𝒙𝒏 −	𝒙𝒏"𝟏	)𝟐+(𝒚𝒏 −	𝒚𝒏"𝟏	)𝟐+(𝒛𝒏 −	𝒛𝒏"𝟏	)𝟐

17 frame

20 frame

CNN

Dst ….

Window Shifting



Data time series – Motion feature – (paper)

frame 1 head(x,y,z) neck(x,y,z) …

frame 2 head(x,y,z) neck(x,y,z) …

frame 3 head(x,y,z) neck(x,y,z) …

… …

Id video = 1, actor =1, activity=1

label 1 r1_head, r1_neck …

label 1 r2_head, r2_neck …

label 1 r3_head, r3_neck …

… ….

frame 1 head(x,y,z) neck(x,y,z) …

frame 2 head(x,y,z) neck(x,y,z) …

frame 3 head(x,y,z) neck(x,y,z) …

frame 4 head(x,y,z) neck(x,y,z) …

… …

Id video = 2, actor=1, activity=1

label 1 rn+1_head, r_neck …

label 1 rn+2_head, r_neck …

label 1 rn+3_head, r_neck …

… …

motion feature

n1
frames

n2 
frames

10
frames

10
frames

15 key points

15 key points

frame 2- frame 1

frame 3- frame 2

frame 3- frame 2

frame 2- frame 1

frame 3- frame 2

frame 3- frame 2



Data time series – Motion feature – (revisi paper 14 Juli21)

frame 1 head(x,y,z) neck(x,y,z) …

frame 2 head(x,y,z) neck(x,y,z) …

frame 3 head(x,y,z) neck(x,y,z) …

frame 4 head(x,y,z) neck(x,y,z) …

frame 5 head(x,y,z) neck(x,y,z) …

frame 6 head(x,y,z) neck(x,y,z) …

frame 7 head(x,y,z) neck(x,y,z) …

… …

frame n head(x,y,z) neck(x,y,z) …

r1_head, r1_neck, …

r2_head, r2_neck, …

r3_head, r3_neck, …

r4_head, r4_neck, …

r5_head, r5_neck, …

r6_head, r6_neck, …

…

r(n-1)_head, r(n-1)_neck, …

motion feature

ith

video 10
frames

15 key points

Adjacent distance =
frame(n) – frame(n-1)

15 key points
15 key points



Data time series – Motion feature – (revisi paper 14 Juli21) - Indonesia

frame 1 kepala(x,y,z) leher(x,y,z) …

frame 2 kepala(x,y,z) leher(x,y,z) …

frame 3 kepala(x,y,z) leher(x,y,z) …

frame 4 kepala(x,y,z) leher(x,y,z) …

frame 5 kepala(x,y,z) leher(x,y,z) …

frame 6 kepala(x,y,z) leher(x,y,z) …

frame 7 kepala(x,y,z) leher(x,y,z) …

… …

frame n kepala(x,y,z) leher(x,y,z) …

r1_kepala, r1_leher, …

r2_kepala, r1_leher, …

r3_kepala, r1_leher, …

r4_kepala, r1_leher, …

r5_kepala, r1_leher, …

r6_kepala, r1_leher, …

…

r(n-1)_kepala, r(n-1)_leher, 
…

fitur pergerakan jarak sendi

Segmen 
video

ukuran 
window

15 sendi

Jarak antar frame =
frame(n) – frame(n-1)

15 sendi
15 sendi



Motion feature extraction

1 segment activity (1 file video)

feature

feature

feature

feature

feature

frame 1

frame 10

frame 11

frame 12

frame 13

frame (n-1)+10

frame 2

frame 3

frame 4

frame n

count of frames = (n-1) +10

window size = 10
n = counts of extracted feature



Motion feature extraction

1 segmen video (1 aktivitas)

ekstraksi fitur

ekstraksi fitur

ekstraksi fitur

ekstraksi fitur

ekstraksi fitur

frame 1

frame 10

frame 11

frame 12

frame 13

frame (n-1)+10

frame 2

frame 3

frame 4

frame n

Jumlah frame = (n-1) + 10

Contoh: ukuran window  = 10
n = jumlah ekstraksi fitur

…….



Count of video segments for each count of frames

2
1

5

8
7 7
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18
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N
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Number of frames

8 2
9 1

10 5
11 8
12 7
13 7
14 12
15 18
16 19
17 18
18 15
19 13
20 14
21 17
22 10
23 12
24 15
25 4
26 1
27 5
28 5
29 1
30 2
31 1
32 2
33 0
34 0
35 1

Count of actifity segments for some count of frames used 
during training



Ukuran window
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Ukuran window
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Split data --> training, testing

Shifting Window; 1871, 10, 15
Label: 1871
List data input: 1871

Person = 10
9 Activity / person
Data = 1496

Person = 10
9 activity / person
Data = 375

TESTING (20%)TRAINING (80%)

Hasil eksperimen: deteksi aktifitas (50 epoch)



loss: 1.3547e-04 - accuracy: 1.0000 - val_loss: 0.7294 - val_accuracy: 0.8507

Actual

Predicted
answer 
phone

bow clap drink 
from a 
bottle

read 
watch

sit down stand up tight lace wave

answer phone 37 0 0 0 0 0 0 3 0
bow 0 37 0 0 4 0 1 0 0
clap 5 0 41 0 0 0 0 1 0
drink from a bottle 0 2 0 22 4 2 5 0 0
read watch 0 3 0 5 35 0 5 0 0
sit down 0 1 0 0 0 13 0 0 0
stand up 0 2 0 6 1 0 28 0 0
tight lace 0 0 0 0 0 0 0 50 2
wave 0 1 0 0 0 0 0 3 56



loss: 1.2694e-04 - accuracy: 1.0000 - val_loss: 0.6027 - val_accuracy: 0.8880

Actual answer 
phone

bow clap drink from 
a bottle

read watch sit down stand up tight lace wave

answer 
phone 38 0 2 0 0 0 0 0 0
bow 0 39 0 0 3 0 0 0 0
clap 1 0 45 0 1 0 0 0 0

drink from 
a bottle 0 1 0 22 2 1 9 0 0

read watch 0 3 0 2 39 0 4 0 0
sit down 0 0 0 0 0 14 0 0 0
stand up 0 0 0 6 1 0 30 0 0
tight lace 1 0 0 0 1 0 0 49 1

wave 0 0 0 1 1 0 0 1 57

50 epoch



loss: 1.1070e-05 - accuracy: 1.0000 - val_loss: 0.5068 - val_accuracy: 0.8987

Actual answer 
phone

bow clap drink from 
a bottle

read watch sit down stand up tight lace wave

answer 
phone 38 0 0 0 0 0 0 1 1
bow 0 36 0 0 5 0 1 0 0
clap 2 0 45 0 0 0 0 0 0

drink from 
a bottle 0 0 0 25 1 0 9 0 0

read watch 0 3 0 3 41 0 1 0 0
sit down 0 0 0 0 0 14 0 0 0
stand up 0 2 0 4 2 0 29 0 0
tight lace 1 0 0 0 0 0 0 49 2

wave 0 0 0 0 0 0 0 0 60

100 epoch



50 epoch
25 Juli 2021

loss: 1.6263e-04 - accuracy: 1.0000 - val_loss: 0.5553 - val_accuracy: 0.8827

Actual answer 
phone

bow clap drink from 
a bottle

read watch sit down stand up tight lace wave

answer 
phone 38 0 0 0 0 0 0 1 1
bow 0 39 0 0 3 0 0 0 0
clap 1 0 46 0 0 0 0 0 0

drink from 
a bottle 0 0 0 25 0 1 9 0 0

read watch 0 4 0 4 32 0 8 0 0
sit down 0 0 0 0 0 14 0 0 0
stand up 0 1 0 6 2 0 28 0 0
tight lace 1 0 1 0 1 0 0 49 0

wave 0 0 0 0 0 0 0 0 60



actual 
(total 
act)

prediction

1 2 3 4 5 6 7 8 9

1 (40) 95 0 5 0 0 0 0 0 0
2 (42) 0 93 0 0 7 0 0 0 0
3 (47) 2 0 96 0 2 0 0 0 0
4 (35) 0 3 0 63 6 3 26 0 0
5 (48) 0 6 0 4 81 0 4 0 0
6 (14) 0 0 0 0 0 100 0 0 0
7 (37) 0 0 0 16 3 0 81 0 0
8 (52) 2 0 0 0 2 0 0 94 2
9 (60) 0 0 0 2 2 0 0 2 95

PROSENTASE



Window = 12loss: 4.3824e-05 - accuracy: 1.0000 - val_loss: 0.5593 - val_accuracy: 0.9010

Actual answer 
phone

bow clap drink from 
a bottle

read watch sit down stand up tight lace wave

answer 
phone 32 0 1 0 0 0 0 2 0
bow 0 38 0 0 1 0 0 0 0
clap 0 0 36 0 0 0 0 2 0

drink from 
a bottle 0 0 0 10 2 0 3 0 0

read watch 0 0 0 1 32 0 3 0 0
sit down 0 0 0 1 0 7 0 0 0
stand up 0 0 0 2 5 0 20 0 0
tight lace 2 0 1 0 0 0 0 39 1

wave 0 0 1 0 0 0 0 1 50

(1465,12,15)

Layer (type)                 Output Shape              Param #   
=================================================================
conv2d_172 (Conv2D)          (None, 10, 13, 32)        320       
_________________________________________________________________
conv2d_173 (Conv2D)          (None, 8, 11, 32)         9248      
_________________________________________________________________
dropout_58 (Dropout)         (None, 8, 11, 32)         0         
_________________________________________________________________
conv2d_174 (Conv2D)          (None, 6, 9, 32)          9248      
_________________________________________________________________
flatten_49 (Flatten)         (None, 1728)              0         
_________________________________________________________________
dense_212 (Dense)            (None, 256)               442624    
_________________________________________________________________
dense_213 (Dense)            (None, 256)               65792     
_________________________________________________________________
dense_214 (Dense)            (None, 256)               65792     
_________________________________________________________________
dense_215 (Dense)            (None, 64)                16448     
_________________________________________________________________
dense_216 (Dense)            (None, 64)                4160      
_________________________________________________________________
dense_217 (Dense)            (None, 9)                 585       
=================================================================
Total params: 614,217
Trainable params: 614,217
Non-trainable params: 0



Window = 10
loss: 7.5146e-05 - accuracy: 1.0000 - val_loss: 0.5623 - val_accuracy: 0.8880

_________________________________________________________________
Layer (type)                 Output Shape              Param #   
=================================================================
conv2d_181 (Conv2D)          (None, 8, 13, 32)         320       
_________________________________________________________________
conv2d_182 (Conv2D)          (None, 6, 11, 32)         9248      
_________________________________________________________________
dropout_61 (Dropout)         (None, 6, 11, 32)         0         
_________________________________________________________________
conv2d_183 (Conv2D)          (None, 4, 9, 32)          9248      
_________________________________________________________________
flatten_52 (Flatten)         (None, 1152)              0         
_________________________________________________________________
dense_230 (Dense)            (None, 256)               295168    
_________________________________________________________________
dense_231 (Dense)            (None, 256)               65792     
_________________________________________________________________
dense_232 (Dense)            (None, 256)               65792     
_________________________________________________________________
dense_233 (Dense)            (None, 64)                16448     
_________________________________________________________________
dense_234 (Dense)            (None, 64)                4160      
_________________________________________________________________
dense_235 (Dense)            (None, 9)                 585       
=================================================================
Total params: 466,761
Trainable params: 466,761
Non-trainable params: 0

Actual answer 
phone

bow clap drink from 
a bottle

read watch sit down stand up tight lace wave

answer 
phone 36 0 3 0 0 0 0 1 0
bow 0 38 0 0 4 0 0 0 0
clap 1 0 46 0 0 0 0 0 0

drink from 
a bottle 0 1 0 28 0 0 6 0 0

read watch 0 1 0 7 36 0 4 0 0
sit down 0 0 0 0 0 14 0 0 0
stand up 0 0 0 6 3 0 28 0 0
tight lace 1 0 0 0 0 0 0 50 1

wave 0 0 0 0 0 0 0 3 57



Window 8
loss: 0.0601 - accuracy: 0.9883 - val_loss: 1.1375 - val_accuracy: 0.8043

_________________________________________________________________
Layer (type)                 Output Shape              Param #   
=================================================================
conv2d_184 (Conv2D)          (None, 6, 13, 32)         320       
_________________________________________________________________
conv2d_185 (Conv2D)          (None, 4, 11, 32)         9248      
_________________________________________________________________
dropout_62 (Dropout)         (None, 4, 11, 32)         0         
_________________________________________________________________
conv2d_186 (Conv2D)          (None, 2, 9, 32)          9248      
_________________________________________________________________
flatten_53 (Flatten)         (None, 576)               0         
_________________________________________________________________
dense_236 (Dense)            (None, 256)               147712    
_________________________________________________________________
dense_237 (Dense)            (None, 256)               65792     
_________________________________________________________________
dense_238 (Dense)            (None, 256)               65792     
_________________________________________________________________
dense_239 (Dense)            (None, 64)                16448     
_________________________________________________________________
dense_240 (Dense)            (None, 64)                4160      
_________________________________________________________________
dense_241 (Dense)            (None, 9)                 585       
=================================================================
Total params: 319,305
Trainable params: 319,305
Non-trainable params: 0

(2296, 8, 15)

Actual answer 
phone

bow clap drink from 
a bottle

read watch sit down stand up tight lace wave

answer 
phone 35 0 4 0 0 0 0 8 3
bow 0 52 0 0 2 1 1 0 1
clap 3 1 57 0 0 0 0 2 0

drink from 
a bottle 0 5 0 19 4 2 8 0 2

read watch 0 3 0 5 28 0 6 0 1
sit down 0 1 0 0 0 31 1 0 0
stand up

0 8 1 7 5 0 25 0 1
tight lace 0 0 1 0 0 0 0 61 1

wave 0 0 0 0 0 0 0 2 62



size = 8 size =12 size =16

size =8 size = 12 size =16

training
testing

training
testing



loss: 0.0077 - accuracy: 0.9981 - val_loss: 1.1904 - val_accuracy: 0.8191 SIZE WINNDOW = 7

Model: "sequential_1"
_________________________________________________________________
Layer (type)                 Output Shape              Param #   
=================================================================
conv2d_3 (Conv2D)            (None, 5, 13, 32)         320       
_________________________________________________________________
conv2d_4 (Conv2D)            (None, 3, 11, 32)         9248      
_________________________________________________________________
dropout_1 (Dropout)          (None, 3, 11, 32)         0         
_________________________________________________________________
conv2d_5 (Conv2D)            (None, 1, 9, 32)          9248      
_________________________________________________________________
flatten_1 (Flatten)          (None, 288)               0         
_________________________________________________________________
dense_6 (Dense)              (None, 256)               73984     
_________________________________________________________________
dense_7 (Dense)              (None, 256)               65792     
_________________________________________________________________
dense_8 (Dense)              (None, 256)               65792     
_________________________________________________________________
dense_9 (Dense)              (None, 64)                16448     
_________________________________________________________________
dense_10 (Dense)             (None, 64)                4160      
_________________________________________________________________
dense_11 (Dense)             (None, 9)                 585       
=================================================================
Total params: 245,577
Trainable params: 245,577
Non-trainable params: 0

Actual answer 
phone

bow clap drink from 
a bottle

read watch sit down stand up tight lace wave

answer 
phone 41 0 3 0 0 0 0 4 1
bow 0 42 0 2 5 0 1 0 0
clap 9 0 51 0 0 1 1 2 0

drink from 
a bottle 0 1 0 29 5 2 5 0 0

read watch 0 0 0 8 48 1 7 0 0
sit down 0 0 0 3 0 28 1 0 0
stand up 1 1 0 11 4 0 25 0 0
tight lace 7 0 1 0 0 0 0 59 0

wave 0 0 1 2 0 0 0 1 89

(2511, 7, 15)

Update 28 Juli 2021



SIZE WINDOW = 10
loss: 8.0974e-05 - accuracy: 1.0000 - val_loss: 0.6999 - val_accuracy: 0.8987

Model: "sequential"
_________________________________________________________________
Layer (type)                 Output Shape              Param #   
=================================================================
conv2d (Conv2D)              (None, 8, 13, 32)         320       
_________________________________________________________________
conv2d_1 (Conv2D)            (None, 6, 11, 32)         9248      
_________________________________________________________________
dropout (Dropout)            (None, 6, 11, 32)         0         
_________________________________________________________________
conv2d_2 (Conv2D)            (None, 4, 9, 32)          9248      
_________________________________________________________________
flatten (Flatten)            (None, 1152)              0         
_________________________________________________________________
dense (Dense)                (None, 256)               295168    
_________________________________________________________________
dense_1 (Dense)              (None, 256)               65792     
_________________________________________________________________
dense_2 (Dense)              (None, 256)               65792     
_________________________________________________________________
dense_3 (Dense)              (None, 64)                16448     
_________________________________________________________________
dense_4 (Dense)              (None, 64)                4160      
_________________________________________________________________
dense_5 (Dense)              (None, 9)                 585       
=================================================================
Total params: 466,761
Trainable params: 466,761
Non-trainable params: 0

Actual answer 
phone

bow clap drink from 
a bottle

read watch sit down stand up tight lace wave

answer 
phone 38 0 0 0 0 0 0 2 0
bow 0 39 0 0 3 0 0 0 0
clap 0 0 46 0 0 1 0 0 0

drink from 
a bottle 0 0 0 24 2 1 8 0 0

read watch 0 2 0 4 37 0 5 0 0
sit down 0 0 0 0 0 14 0 0 0
stand up 0 0 0 5 2 0 30 0 0
tight lace 0 0 0 0 0 0 0 52 0

wave 0 0 0 0 1 0 0 2 57

(1871, 10, 15)



SIZE WINDOW = 13loss: 3.6642e-05 - accuracy: 1.0000 - val_loss: 0.6069 - val_accuracy: 0.9020

Model: "sequential_2"
_________________________________________________________________
Layer (type)                 Output Shape              Param #   
=================================================================
conv2d_6 (Conv2D)            (None, 11, 13, 32)        320       
_________________________________________________________________
conv2d_7 (Conv2D)            (None, 9, 11, 32)         9248      
_________________________________________________________________
dropout_2 (Dropout)          (None, 9, 11, 32)         0         
_________________________________________________________________
conv2d_8 (Conv2D)            (None, 7, 9, 32)          9248      
_________________________________________________________________
flatten_2 (Flatten)          (None, 2016)              0         
_________________________________________________________________
dense_12 (Dense)             (None, 256)               516352    
_________________________________________________________________
dense_13 (Dense)             (None, 256)               65792     
_________________________________________________________________
dense_14 (Dense)             (None, 256)               65792     
_________________________________________________________________
dense_15 (Dense)             (None, 64)                16448     
_________________________________________________________________
dense_16 (Dense)             (None, 64)                4160      
_________________________________________________________________
dense_17 (Dense)             (None, 9)                 585       
=================================================================
Total params: 687,945
Trainable params: 687,945
Non-trainable params: 0

Actual answer 
phone

bow clap drink from 
a bottle

read watch sit down stand up tight lace wave

answer 
phone 24 0 0 0 0 0 0 1 0
bow 0 28 0 0 1 0 0 0 2
clap 0 0 37 0 0 0 0 0 1

drink from 
a bottle 0 0 0 9 1 0 7 0 0

read watch 0 0 0 0 26 0 1 0 0
sit down 0 0 0 0 0 12 0 0 0
stand up 0 2 0 2 3 0 14 0 1
tight lace 3 0 0 0 0 0 0 42 0

wave 0 0 0 0 0 0 0 0 38

(1273, 13, 15)



Window = 16loss: 8.4611e-05 - accuracy: 1.0000 - val_loss: 0.3803 - val_accuracy: 0.9342

(760, 16, 15)

Model: "sequential"
_________________________________________________________________
Layer (type)                 Output Shape              Param #   
=================================================================
conv2d (Conv2D)              (None, 14, 13, 32)        320       
_________________________________________________________________
conv2d_1 (Conv2D)            (None, 12, 11, 32)        9248      
_________________________________________________________________
dropout (Dropout)            (None, 12, 11, 32)        0         
_________________________________________________________________
conv2d_2 (Conv2D)            (None, 10, 9, 32)         9248      
_________________________________________________________________
flatten (Flatten)            (None, 2880)              0         
_________________________________________________________________
dense (Dense)                (None, 256)               737536    
_________________________________________________________________
dense_1 (Dense)              (None, 256)               65792     
_________________________________________________________________
dense_2 (Dense)              (None, 256)               65792     
_________________________________________________________________
dense_3 (Dense)              (None, 64)                16448     
_________________________________________________________________
dense_4 (Dense)              (None, 64)                4160      
_________________________________________________________________
dense_5 (Dense)              (None, 9)                 585       
=================================================================
Total params: 909,129
Trainable params: 909,129
Non-trainable params: 0

Actual answer 
phone

bow clap drink from 
a bottle

read watch sit down stand up tight lace wave

answer 
phone 17 0 2 0 0 0 0 0 0
bow 0 20 0 0 0 0 0 0 0
clap 0 0 17 0 0 0 0 0 0

drink from 
a bottle 0 0 0 4 1 0 0 0 0

read watch 0 0 0 1 27 0 1 0 0
sit down 0 0 0 0 0 3 0 0 0
stand up 0 0 0 0 0 0 6 0 0
tight lace 0 0 2 0 0 0 0 28 2

wave 0 0 0 0 0 0 0 1 20



loss: 3.4074e-05 - accuracy: 1.0000 - val_loss: 0.4479 - val_accuracy: 0.9136 WINDOW SIZE = 19

Model: "sequential_7"
_________________________________________________________________
Layer (type)                 Output Shape              Param #   
=================================================================
conv2d_21 (Conv2D)           (None, 17, 13, 32)        320       
_________________________________________________________________
conv2d_22 (Conv2D)           (None, 15, 11, 32)        9248      
_________________________________________________________________
dropout_7 (Dropout)          (None, 15, 11, 32)        0         
_________________________________________________________________
conv2d_23 (Conv2D)           (None, 13, 9, 32)         9248      
_________________________________________________________________
flatten_7 (Flatten)          (None, 3744)              0         
_________________________________________________________________
dense_42 (Dense)             (None, 256)               958720    
_________________________________________________________________
dense_43 (Dense)             (None, 256)               65792     
_________________________________________________________________
dense_44 (Dense)             (None, 256)               65792     
_________________________________________________________________
dense_45 (Dense)             (None, 64)                16448     
_________________________________________________________________
dense_46 (Dense)             (None, 64)                4160      
_________________________________________________________________
dense_47 (Dense)             (None, 9)                 585       
=================================================================
Total params: 1,130,313
Trainable params: 1,130,313
Non-trainable params: 0

(403, 19, 15)

Actual answer 
phone

bow clap read watch sit down stand up tight lace wave

answer 
phone 7 0 0 0 0 0 1 0
bow 0 14 0 0 0 0 0 0
clap 0 0 7 0 0 0 0 0

drink from 
a bottle 0 0 0 2 0 0 0 0

read watch 0 0 0 13 0 1 0 0
sit down 0 0 0 0 2 0 0 0
stand up 0 0 0 1 0 7 0 0
tight lace 0 0 0 0 0 0 8 1

wave 1 0 0 0 0 0 0 16



WINDOW SIZE = 22
loss: 4.9678e-05 - accuracy: 1.0000 - val_loss: 4.1729 - val_accuracy: 0.7500

Model: "sequential_8"
_________________________________________________________________
Layer (type)                 Output Shape              Param #   
=================================================================
conv2d_24 (Conv2D)           (None, 20, 13, 32)        320       
_________________________________________________________________
conv2d_25 (Conv2D)           (None, 18, 11, 32)        9248      
_________________________________________________________________
dropout_8 (Dropout)          (None, 18, 11, 32)        0         
_________________________________________________________________
conv2d_26 (Conv2D)           (None, 16, 9, 32)         9248      
_________________________________________________________________
flatten_8 (Flatten)          (None, 4608)              0         
_________________________________________________________________
dense_48 (Dense)             (None, 256)               1179904   
_________________________________________________________________
dense_49 (Dense)             (None, 256)               65792     
_________________________________________________________________
dense_50 (Dense)             (None, 256)               65792     
_________________________________________________________________
dense_51 (Dense)             (None, 64)                16448     
_________________________________________________________________
dense_52 (Dense)             (None, 64)                4160      
_________________________________________________________________
dense_53 (Dense)             (None, 9)                 585       
=================================================================
Total params: 1,351,497
Trainable params: 1,351,497
Non-trainable params: 0

(178, 22, 15)

Actual answer 
phone

bow clap read watch stand up tight lace wave

answer 
phone 2 0 0 0 0 0 0
bow 0 6 0 0 0 0 0
clap 1 0 4 0 0 0 0

drink from 
a bottle 0 0 0 1 0 0 0

read watch 0 1 0 4 0 0 0
sit down 0 2 0 0 0 0 0
stand up 0 0 0 1 1 0 0
tight lace 0 0 0 0 0 3 2

wave 0 0 0 0 0 1 7



loss: 2.0925e-06 - accuracy: 1.0000 - val_loss: 12.0550 - val_accuracy: 0.5714

SIZE WINDOW 25

Model: "sequential_3"
_________________________________________________________________
Layer (type)                 Output Shape              Param #   
=================================================================
conv2d_9 (Conv2D)            (None, 23, 13, 32)        320       
_________________________________________________________________
conv2d_10 (Conv2D)           (None, 21, 11, 32)        9248      
_________________________________________________________________
dropout_3 (Dropout)          (None, 21, 11, 32)        0         
_________________________________________________________________
conv2d_11 (Conv2D)           (None, 19, 9, 32)         9248      
_________________________________________________________________
flatten_3 (Flatten)          (None, 5472)              0         
_________________________________________________________________
dense_18 (Dense)             (None, 256)               1401088   
_________________________________________________________________
dense_19 (Dense)             (None, 256)               65792     
_________________________________________________________________
dense_20 (Dense)             (None, 256)               65792     
_________________________________________________________________
dense_21 (Dense)             (None, 64)                16448     
_________________________________________________________________
dense_22 (Dense)             (None, 64)                4160      
_________________________________________________________________
dense_23 (Dense)             (None, 9)                 585       
=================================================================
Total params: 1,572,681
Trainable params: 1,572,681
Non-trainable params: 0

Actual answer 
phone

bow read watch wave

answer 
phone 0 0 0 1
bow 0 1 0 0
clap 0 0 0 1

read watch 0 0 4 0
stand up 0 0 2 0
tight lace 0 0 0 1

wave 1 0 0 3

(70, 25, 15)


