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Human activity classification is needed to support various fields. The health sector, for example, requires the
ability to monitor the activities of patients, the elderly, or people with special needs to provide services with
fast response as needed. In the traditional classification model, the steps taken to start from the input of
data and then proceed with feature extraction, representation, classifier and end with semantic labels. The

classification stage uses Convolutional Neural Network (CNN) deep learning to data input, CNN. and semantic
labels. This paper proposes a novel method of classifying nine activities based on the movement features of
changes in joint distance using Euclidean on the order of frames in each activity segment as input to the CNN
model. This study’s motion feature extraction technique was tested using various window sizes to obtain the
best classification accuracy. The experimental results show that the selection of window size 16 on the motion
feature setting will produce an optimal model accuracy of 94.08% in classifying human activities.

1. Introduction

The Human Movement Analysis (HMA) research area is an interdis-
ciplinary research area that attracts great interest from the computer
vision, machine learning, multimedia, and medical research commu-
nities. The implementation of this research is utilized for human-
computer i ion, security (intelli i , health
(assisted clinical studies), information technology (content-based video
capture), entertainment (special effects in somatosensory film and game
production) for all aspects of our daily life (Seidenari et al., 2013). As
an essential research series of HMA, Human Activity Recognition (HAR)
forms the basis for all the applications mentioned above. Utilization has
been widely used in health care applications such as elderly monitor-

ing, exercise moni and (Huang et al,
2020). HAR is also developing in applications in the fields of robotics,
i i ics, and imedia ( et al.,, 2020).

An indoor emergency awareness alarm system was also developed using
deep neural networks. The system uses mobile devices for people such
as the elderly, people with special needs or children who may need
help (Kim & Kim, 2020).

In recent years, the development of deep leaning has resulted in
significant advances in activity recognition. In various research topics,
there are two main methods, framework-based activity recognition and
sensor-based activity recognition (Goddard, 2021). One of the main
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problems of the existing HAR strategy is the relatively low classification
accuracy, so it is necessary to increase the accuracy, which requires
high computational overhead (Kong et al., 2021). Classification mod-
els using deep learning are continuously being developed to improve
resulting from i video i models.

One of the Deep Learning algorithms to process image or sound data
is a Convolutional Neural Network (CNN). CNN in this study was used
to classify labelled data using the supervised learning method. Super-
vised learning work is the presence of target data for data training.
Among all types of neural networks, CNN is known as the most success-
ful and is widely used to solve problems of image recognition, object
detectio and even text (Alpaydin, 2021). CNN
(convolutional kernels) combines some local filters with raw input data
and generates local translation-invariant features in the convolutional
layer. The successive pooling layer extracts fixed-length features via a
sliding window from raw input data following some rules like mean,
max., etc. (Zhao et al., 2019).

This paper proposes a model for recognizing human activities using
deep learning to classify human activities (actions). The preparation of
data as input data for the CNN model is the main concern in this paper.
Meanwhile, we also pay attention to designing the CNN model that will
be trained on the dataset. The source data of the 3D coordinate points
of the joints’ positions will be processed to detect changes in movement
that occur by calculating the distance of the coordinates of the joints
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loss: 8.4611e-05 - accuracy: 1.0000 - val_loss: 0.3803 - val_accuracy: 0.9342

Model: "sequentia
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Layer (type) Output Shape Param #
conv2d (Conv2D) (None, 14, 13, 32) 320
conv2d_1 (Conv2D) (None, 12, 11, 32) 9248

dropout (Dropout) (None, 12, 11, 32) 0
conv2d_2 (Conv2D) (None, 10, 9, 32) 9248
flatten (Flatten) (None, 2880) 0

dense (Dense) (None, 256) 737536
dense_1 (Dense) (None, 256) 65792
dense_2 (Dense) (None, 256) 65792
dense_3 (Dense) (None, 64) 16448
dense_4 (Dense) (None, 64) 4160
dense_5 (Dense) (None, 9) 585

Total params: 909,129
Trainable params: 909,129
Non-trainable params: 0
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